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General context _

Current IC Integration Challenges

e Energy is critical
e We need more and more Performances for applications

e Actual technology limitations (CMOS) - Integration is more and more complex
10° transistors/cm2

e Actual Reliability is a problem— X% of the systems encounter an uncorrectable
error per year (X ranging from 1 to 5%)

Source: Bernie Meyerson, IBM
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General context _

Technology target : CMOS < 20 nm

To Transport 1 bit =2 1p]/mm

To transport 10° data— 1s (1Ghz) 2 1p]/mm x 10°= 1mw/mm
64 Bits Bus 2 64mw/mm

Onreal IC=> several W/cm?2

Calcul, Bit transition = 1 aj

Calcul, 10° data transition — 1s 2 1a] x 10°= 1nw

It is better to calculate” than to “transport™ the information
In computing memory is certainly interesting

Reminder : minimal energy to change 1 bit d’information - K. T Ln2 = 2,85 z]



One challenge: the memory

e Today, 50% of the silicon area of IC
1S memory

e Take care to energy (static) !

1000

B Leakage power
namic power
a0l I OY P

] 1 -}‘ 7.7?‘: ,I:.:
R 600
7.\ - H" ol
re AL L 400
P 200 '
SSEE i -
[TIRTTTEETTInE -
Binim m i) . | [mmnw 90nm 65nm 40nm

28nm 20nm

2

W/cm

o

Figure 1: Leakage power becomes a growing problem as demands for more performance
and functionality drive chipmakers to nanometer-scale process nodes (Source: IBS).



Technology evolution

Actual memories:
e SRAM for fast access
e DRAM for applications
e Flash (mass storage)

Emerging memories
e Magnetic tunneling junctions
e Phase change memory
e Programmable metallization cells
e OxRRAM

Universal memory:
“Non-volatile memory”

* SRAM performance
» Size of DRAM/Flash
* Non-volatility

* Scalibility

Resistance Switching Memory

Emerging memories offer non-volatility, speed and
endurance => disruption of the memory hierarchy? =



Spin Technology _ £

Conductance of magnetic metal plates is larger in the presence :
of a magnetic field perpendicular to the current flow

William Thomson
1824-1907

Currently known as Anisotropic Magnetoresistance (AMR)
Resistance variation attained: 2%-5% in RT



Spin Technology

AR/R(0)

Thin stacks of FM/NM metals have seen a conductance

Peter Grinberg and Albert -

Fert

2007 Nobel Prize in Physics

increase of up to 100% when subjected to a magnetic field

B. Guinasch et al., 1989
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Spin Technology

'Magnetoresistance Tunnel. n ! i n
i 5

Spin Polarize

urrent

1 —cos(0
R(0) = RP + AR( (6))
2 Ellitical shape Circular shape
Storage SIZE
0 - O - R - RP .Il-la‘mrel Magnetization
barrier
6 =180 - R = RP + Ay = RAP™ ;"
in-plane MTJ perpendicular
toplane MTJ
TMR(%) = ﬂ _ R.,p —RP MR Classique between 150% et 250% (or
RP RP more)

M. Bowen et al. Nearly total spin polarization...



Spin Technology

Compatible with CMOS

Metal 4
1 Via-3

(
\
Metal 3 .

«  Metal 2

. Via4 I
B Vetal 1 "

- Diff. Contact

Non-volatile memory

Via-2

Mag. Process

Switching time < 1ns
writing current < 10uA-100uA
density x4 vs SRAM

Immune to radiations

CMOS Process

Samsung demonstrator
(8 Mbit STT-MRAM) - 2016




Motivations

- A way

» Go towards non-volatile systems using emerging NVM
» Current NVMs issues : Speed, Dynamic energy, Reliabili

GPU
A
v \ 4
| High performance bus |

j} 4 4+
y y \ 4

Flash DDR

eFPGA Controller Controller

A

NV Cache
Non-Volatile E“ﬁ&ed GPU
CPU
y 3 y ¥ A
A\ 4 v v
High performance bus
y y 3 S
A 4 v v
Non-volatile Memory DDR
FPGA Controller Controller

y

y

A

7 N

\ 4

v

External MRAM

External MRAM

Where and how to place MRAM to:

reduce total power consumption ?
keep same or get better performance ?
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Contributions -

Evaluation of MRAM-based cache memory
hierarchy:

Exploration flow and extraction of memory activity

L1 and L2 caches based on STT-MRAM and TAS-
MRAM

Non-volatile computing

Instant-on/off capability for embedded processor

Analysis and validation of Rollback mechanism

11



_MRAM applied to cache

NV Cache
Possible studies orU
¥
Performance comparison New architectures | High performance bus |
DDR
i, 3D-Stacking Controller
' capability of
' MRAM
NV Memory

Logic layer

Non-volatile Cache

e

.. Cache POTENTIAL APPLICATIONS ?
SRAM vs MRAM fast )
(SRAM) Hybrid

o Benefits of MRAM U | SRAM/MRAM
* Low leakage Csa;z:,e h
e High density (MRAM) LI
e Non-volatility
Take advantages of MRAM Mitigate drawbacks of MRAM
Low leakage High write latency
High density High write energy

Non-volatility
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MRAM applied to cache .

NVM exploration flow

[ Benchmarks ]

‘L NVM memory array

1. Define the arcl gem5* Memory Modeling (NVSim**, SPICE...)
- Smgle/MUltl Full-system simulator ~ “€"%  Prototype

2. BExpioeetMRAMIbased lcache configurations
= | 1,L2, L3, H

3. Extract many u
= Runtime, cac
cache transactions..

[ Total L1/L2 energy consumption ]<

Execution time
# Reads / Writes

# Hits / Misses ion

Access energy
Static power

* N. Binkert et al., “The gem5 simulator,” ACM SIGARCH Computer Architecture News, Aug. 2011.

** X. Dong et al., “NVSim: A Circuit-Level Performance, Energy, and Area Model for Emerging Nonvolatile Memory,” IEEE Transactions on Computer-Aided Design of Integrated Circuits and
Systems, Jul. 2012 . 13



_MRAM applied to cache

Experimental setup

From single to multi-core architecture

ARMv7 ISA
Private L1 instruction/Data
Shared L2
(Additional levels of caches possible)
Main Memory
Core i- -Ct-)r-e- —: i- -Cc-)r-e- —:
1 o2 N
T S o
> L11/D | L1I/D | | L11/D |
> Shared L2 €
45nm 45nm l 130nm 120nm
‘ R DDR3 e 1
- Tl &= =
I 8:)v ’(f'ﬂw cccccc Ty :,,"—‘—f.‘f.‘
: CROCUS fechnology| ™ ) LA
14
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MRAM applied to cache .

Area (mm?)

100

10

0,1

0,01

Circuit-level analysis:

Models (NVSim) & Prototype
=== SRAM =0==STT-MRAM
512kB L2 32kB L1
e e 2

L. SRAM 1.36 0.091
—— 45nm
A STT-MRAM 0.82 0.117
> - SRAM 9.7
4,4" 120nm
IRE s TAS-MRAM 11.7
T

8kB 16kB 32kB 64kB 128kB 256kB 512kB 1MB 2MB 4MB

o MRAM is denser for large cache capacity
o MRAM cell size smaller than that of SRAM
o MRAM needs large transistors for write

o TAS-MRAM cache larger due to field lines

15



MRAM applied to cache

Circuit-level analysis:
Models (NVSim) & Prototype

TAS-MRAM > SRAM

i Read i Write . Standby
Technolog Latency Energy Latency Energy Leakage
y : (ns) (nJ) (ns) (nJ) (mW)
SRAM E 4.28 0 27 i 2.87 0.02 : 320
512kB s o | 22 R T J21 )a2is N4
L2 cache MRAI-VI . 2.61 028  6.25 0.05 ! 23
SRAM | 595 105 | 414 008 | g )18
120nm | | :
TAS- | | |
. 35 196 | 35 462 1 4
MRAM :  STT.MRAM=SRAM ! : °
! ! MRAM > SRAM ' MRAM << SRAM

Technolog | Latency Energy : Latency Leakage
32kB y (ns) (nd) : (ns) (nJ) (mW)
L1 cache

SRAM 1.25 0024 | 1.5 0.006 |
45nm . ' :
STT- r ' f

i MRAM > SRAM i MRAM > SRAM i MRAM << SRAM
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MRAM applied to cache -

Case study

Quad-core architecture:

Frequency 1GHz
ARMvV7 ISA
Private L1 I/D
Shared L2

DDR3 Main memory

Benchmarks
SPLASH-2

Mostly high performance computing
PARSEC

Animation, data mining, computer vision,

Core Core Core Core
1 2 3 4
| 1 1 1
L11/D L11/D L11/D L11/D
32 kB 32 kB 32 kB 32 kB

Shared L2 512 kB

I
DDR3 512 MB

media processing

17



MRAM applied to cache

Architecture-level analysis:
gemd

Read/Write ratio L2/L1 access ratio

BReads BWrites

100% -

s
— Benchmark

0% L1 cache L2 cache

S0%

0% ~2 billions -

m SPLASH-2 (0.5 billions/CPU) 26 millions

w AR N ~12 billions

............. PARSEC ~16 millions

f«f & 9 Jf;f";“ ff:;/:;::ﬂ’é‘ (3 billions /CPU)

BiCache reads BDCachereads @ 1-Cache wrtes B D Cache wrtes

Static/Dynamic energy ratio

3 . L2 > 90%
0% Static energy L1 80%

18



Execution time

% STT-MRAM L2 (45 nm) = TAS-MRAM L2 (130 nm)

SRAM

1,2 anis
Baseline

Normalized execution tim
O O O o

Observations:

~——barnes -———ocean2
e STT shows good performance 100

te (%)

(o]
o

- L2 has small impact in overall performance

ra

o For TAS, 14% of penalty in average (SPLASH-2); 60 - |
@
- Depends on applications g 40 : ﬂ
(Cache miss rate, L1/L2 access ratio) % 20 U
©
© o @@Ld

Execution time
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MRAM-based L2

Total L2 cache energy

consumption
% STT-MRAM L2 (45 nm) = TAS-MRAM L2 (130 nm)  srau
Baseline
10
30’8 II ‘\‘ I/ ‘\\
g 08 — y
No4 f |=
= \
§0,0 & & QP > g s ¢ o & 2 & & & \w',
z 0'&00 N N2 ooo'bo o"e(\ & (5@@ eé\"\e & é‘\\@'b c}\?\ 8\@0 -\(-1‘;0 \\e,@g
oF S S °
0\% \\\5 0:,60
——fluidanimate (read) ——fluidanimate (write)
Observations: radix (read) ——radix (write)

o Up to 90% of gain for STT
o From 40% to 90% for TAS

—_—

End of fluidanimate

End of radix \

) . LA

Execution time

Bandwidth
(GigaBytes/s)
o] S [e2]

S

o
™

Due to the very low leakage of MRAM-based cache

o
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Extension to this work

STT-RAM designs with different data retention times [1]

Design 1 | Design 2 | Design 3
Cell size (F'%) 23 22 27.3
MTJ sw time (ns) 10 5 1.5
Retention Time 4.27yr 3.24s 26.58
Write Latency (ns) 10.378 5.370 1.500
Write Dyn. Eng(nJ) 0.958 0.466 0.187

Given a multi-bank STT-RAM memory, where each bank
has customized retention time, how to suitably allocate
data in the memory?

=> |ifetime analysis for program variables to decide their mapping
(see talks in «Timing Analysis» Session @ RTNS2018) -
Rabab Bouziane, Erven Rohou and Abdoulaye Gamatie

[1] Q. Li et al. "Compiler--Assisted Refresh Minimization for Volatile STT-RAM Cache," in IEEE Transactions on Computers, vol. 64, no. 8, 2015.
21



Is MRAM suitable for cache ?

e Good candidate for lower level of cache (L2 or last level cache)

Up to 90% of energy gain

No or small performance penalty

More memory capacity using MRAM

Cache L2 is up of 20% energy consumption of overall system

e Not suitable for upper level of cache (L1) for high performance —
but depending of the application some gain in energy

- Micro-architectural modifications required to mask latency

- Not detailed in this presentation but full evaluation of cache L1 done
too

22 22



Contributions -

Evaluation of MRAM-based cache memory
hierarchy:

Exploration flow and extraction of memory activity

L1 and L2 caches based on STT-MRAM and TAS-
MRAM

Non-volatile computing

Instant-on/off capability for embedded processor

Analysis and validation of Rollback mechanism

23 23



MRAM-based proces_

Normally-off computing H -

Two concepts:

ngh performance bus

o Instant on/off DDR

Controller

s |

- Restore processor
state

» Backward error recovery
(Rollback)

- Restore previous valid state

Task delay

24 24



Traditional microcontrollers (_

e i
f \ Architecture Power modes
o O
§ processing
Internet of Things ~
> Ll Wake-up
— 4 N\

Processor Sleep

Low-power run
Low-power sleep

‘t Active

A Stop
Bus Standby
jt v S'hl:ltdown
a}w -
s — Communication <<( )>> N /
& i'_' ADC | interface | RrF l
(UART, SPI, Sleep
sensing - sending
Many power modes Twolmenionies
(Up to nine for some MCUs) (SRAM & Flash)
Energy / Wake-up time tradeoff Volatility issue
(Low leakage or fast wake-up ?) (Execution state loss)

30-Oct-18 Confidential 25 25



Traditional microcontrollers (

f ‘\ Architecture

T

Internet of Things

processing

2

Power modes

> Blllhl
—

Processor

{

Bus

{

4 W__.

Communication

PN interface
(UART, SPI,

sensing

Many power modes
(Up to nine for some MCUs)

12C...)

RF

Energy / Wake-up time tradeoff

(Low leakage or fast wake-up ?)

Confidential

Wake-up

<\

e Shutdown

<((<l>>)> \

Sleep

sending

Two memories
(SRAM & Flash)

Volatility issue
(Execution state loss)

26



Traditional MCU Non-volatile MCU

Power Leakage energy during sleep Power Backup energy before sleep
A (Pleakage X Tsleep) A (Ebackup)

WAKE-UP
WAKE-UP
WAKE-UP
WAKE-UP
BACKUP
WAKE-UP
BACKUP
WAKE-UP

LEAKAGE LEAKAGE LEAKAGE LEAKAGE

Time

Minimum Tsee required to be
more energy efficient ?

l, ‘ Ebackup/ Pleakage < Tsleep

Ebackup < Pleakage X Tsleep

30-Oct-18 Confidential 27 27



MCU based on STT-MTJ -

Wake-up

Backup
Restore
Controller

} | }

ON o OFF

!

Embedded

Non-volatile p
STT-MRAM

Processor

Communication
Sensor |[¢=»{ ADC [e¢=> interface <> RF
(UART, SPI,
12C...)
Sleep
Non-volatile Flip-Flop (NVFF) STT-MRAM Memory
- Store the processor state —> Store program & data
o it Backup/Restore Controller
\4
SN > Q STT-MRAM - Backup/Restore the FFs
Fip-Flop | v
E”abl.L» Read 3 Write memory array
t circuit E circuit
Read Wf‘t

28
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MRAM-based proc

Fetch Decode Execute Memory Write back I n St a nt O n / Off & R OI I b a Ck
Instruction Y Data NV

) )

Address decoder Address decoder . 5
| Non-volatile register
" Cacne | Cache +
Memory bus interface Memory bus interface N 0 n —VO I ati I e M e m O ry

$ |

+
Checkpoint Memory (Rollback)

MRAM-based register

E NATIONALE DE LA RECHERCHE
Mawr Jdb =1 | \‘|
|

" f‘l\ Write driver (left)
- r.«'o_l — —
MRAM - | cvosFF | Read |
(Checkpoint Memory) ' | SIHOR
Cig-Nap

Write driver (right)

KHead | = | wrle
icai | = | it

= Layout of NV Flip-Flop
(28nm FDSOI, 90nm STT)

T i LTS

B. Jovanovic, R. Brum, L. Torres, Comparative Analysis of MTJ/CMOS Hybrid Cells based 29
on TAS and In-plane STT Magnetic Tunnel Junctions, IEEE Transactions on Magnetic,, 2014.



MRAM-based processor

First Case study: Amber 23 processor
(ARM based instruction)

FEATURES

Fetch Decode Execute
I Reg|ster I I
= 3-stage pipeline
» 16x32-bit reqister file
= Plpe/me registers -7 » 32-bit wishbone system bus
* Unified instruction/data cache

" e
Cache *  Write through

* Read-miss replacement policy
‘ * Main memory (> Mbytes)
* Multiply and multiply-accumulate
operations

Main memory

» Implementation of both instant-on/off and rollback (Verilog code modified)

» Duplication of the registers to emulate the non-volatility

30



Instant on/off

Previou&tage_?lj Next stage
1
RESTORE | enable
> clk
Reg
0 Save the register’s state NV reg

Main memory based on MRAM
@) Powerpown v
) “ Data preserved

| ' Main memory based on MRAM
9 POWER UP v
e Data available

Previous stage Next stage

RESTORE | enable

= clk

Restore the register’s state

31 31



Rollback  OLRMM
ON OF

F

NORMAL EXECUTION

()

- Only the main memory contents are modified
- The checkpoint memory is powered off

CHECKPOINT sPt;eg;/ Next stage

— RESTORE P clk SAVE—] enable
— P clk ﬁ

- Save registers Reg
- Save memory

ON Save ON

NV reg

ON Restore QN

ROLLBACK "o |
—

SAVE enable
P clk

1. Stall the processor
2. Restore checkpoint
3. Execution

32



SoC based on MSS

GREATL

The goal of GREAT project is to co-integrate multiple functions like sensors, RF receivers and logic/memory together within CMOS by adapting STT-MTJs to a
single baseline technology in the same System on Chip as the enabling platform for M2M and M2H loT.

Proof of concept
A full SoC based on STT-MTJ under fabrication

Full Layout

Power supply
1.8V Core / 3.3V 10

Process
180nm CMOS (TowerJazz) Frequency
200nm STT-MTJ (Spintec,Singulus) 20 MHz
STT-MRAM i
Die area = 2126 NVFFs
~23mm?

36
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MSS-based SoC

GREAT

L OLIRMM

Overall architecture

~ Dspintec

Wakeup
eemeememmcccccccccc———————— ..
R Sleep
-

e — Send

CPU  [estore | NV Interrupt | | — >

(Secretblaze) |, Controller | | Controller VL |l S Receive
ower-ofi é - —
Bus
STT-MRAM Delta-Sigma
(16kB) - TRNG Modulator R-2R
B o (Fal Gosomy

37



Operation

Wakeup Sleep
Normal execution

» Binary code loaded via UART Backup
» Program executed from either local SRAM, CPU |rostor NV
or external SRAM or STT-MRAM LTI ] T
Active/Sleep modes management S f
» Specific Controller i
I
o Backup is initiated by software P v |
: : v
» Power-off is triggered: STT-MRAM
(16kB) UART
- Either by an external signal « sleep »
- Or by SOftware TTUTUTUTU
) 100111000
» Recovery is triggered: Binary code | Hi0t10001
] ) licati 100100100
- Either by an external signal « wakeup » application 100110010
. 1111001
- Or futher to an event from the interrupt controller I

38



SoC based on MSS

Application
scenarios

|:| Sensing
[] Processing
- Sending

Scenario 1

v

Sensing
(external sensor)

|

Analog to digital
conversion

|

Signal processing
(decimation)

|

Store in memory

\Z

Minor computation

\

Send data
(UART or DAC)

v

Backup/Sleep

|

Wakeup/Restore

Scenario 2

v

Sensing
(external sensor)

|

Analog to digital
conversion

|

Signal processing
(decimation)

\

Ciphering
(TRNG)
\ 4

Store in memory

\

Minor computation

v

Send data
(UART or DAC)

v

Backup/Sleep

v

Wakeup/Restore

39



SoC based onMsS

Active Energy @20MHz

Scenario 1 Scenario 2

BMemory Energy B850 Energy B Memory energy B 50C Energy

14 4
12 4

0+

Energy (W)

(=] £ 4 o~ oo
4 4 4 $

ENergy (W)

SRAM STT-MRAM SRAM STT-MRAM

Comparison between execution from SRAM and execution from STT-MRAM
(Post-layout simulations)
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GREAT
Backup/Wakeup Energy

180 nm technology Wakeup time : 4.15 ps

Backup time : 4.15 us

2126 NVFFs arranged by clusters
to avoid electrical integrity issues

Energy(nJ)

o 82 clusters

Nl
28nm projection
o | Number of clusters
i o 82 (for 180nm)
o 2 (for 28nm)
Backup time @20MHz

o 4. 1pus (for 180nm)
_ * 100ns (for 28nm)

180nm Buk 280 FDSOM

x90

Energy (W)

41



Minimum Tsleep GREATL
180 nm technology |

w—Backup Encrgy  ==—=lcakage Encrgy

600 Backup energy is independent of the
500 + time spent in sleep mode
- 400 + . .
%m Leakage energy is dominated by
g SRAM
100 1 Minimum Tsieep to compensate the
""10 30 5 70 0 110 130 150 17 190 210 226 250 70 3% backup energy = 65 ms
Time (ms) :
. . Tsl i
28nm projection seep
w— B2k D tn«lgy w— 02k age Enorgy | |
S000 4 i . I 1
4500 4 1 — 1 1
pe o .
3500 < . .
3000 ¢ ' p— Minimum Tsieep to compensate the
2500 + =
gm Lk — | backup energy = 641us
iﬁ . - I I
00 e = =T I 1 1
0 & --- ' | |
29283883 %823828338538238¢8
: Time (us) 1 1
! L

Tsleep min 42



Sensor node application (Agris REAT

CONFIDENTIAL

- Agro monitoring : plant
disease, temperature,
irrigation, pesticide
threshold, so on ..

-Solutions are based on 32-
bit processor + RF stack

- Targeted autonomy 10

years

- Applications fully

compatible with our SoC

- Agriscope’s application
has been ported to our
SoC to compare with
industrial use case

5/10/2018
43



Application to a sensor node _

- Main task

Minor task

Sensor events

o
=)
w
7
<
S

LEAKAGE

LEAKAGE

> Tlme

Periodic wakeup (15min)

Energy consumption in the case of a non-volatile MCU - No leakage in sleep mode - Backup energy

0 6.03 mJ 9.09 pJ X 663
15 (1 per min)

(rain gauge) 6.08 mJ B e

180 (1 per sec)
(water meter) 6.81mJ fom 1A
9000 (1 per 0,1s sec) 41.4 mJ 67.2 mJ /1.6

(anemometer) 4



Conclusion - @LIRMM

MRAM has a high potential to:
e Certainly Reduce energy consumption
- At cache level (sure and proven)

- Normally-off computing

e Can facilitate some features

- Normally-off computing / Instant on-off

- Backward error recovery (Rollback)

* Results should be confirmed through measurements on silicon
prototype !

e Important : Link with compilation and OS

e An open framework available to the community : MAGPIE

45



For the future....

Spin-MOSFET
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